Exercise Answers, Chapter 12
Question 4

a. The appropriate sections of the computer output generated from an SPSS session with this data is incorporated within the answers to these questions.  Other statistical packages would generate similar tables but with much different formats.
b. The table below summarizes the equation specification.
	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95% Confidence Interval for B

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound

	1
	(Constant)
	.734
	.090
	
	8.158
	.000
	.548
	.919

	
	Alkalinity
	-.006
	.002
	-.536
	-3.111
	.005
	-.010
	-.002

	a. Dependent Variable: Mercury
	
	
	
	
	


The intercept is calculated as 0.734 and the slope of the alkalinity variable is -0.006.  The standard errors for these coefficients are given in the third column as .090 and .002 respectively.

Using equations 12-5 and 12-8, we see that the t-values for the significance tests are the ratio of the coefficients to the standard errors so that 
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 for the slope for Alkalnity.


The discrepancy between the values is due to rounding.  More digits are used in the actual SPSS calculations than in the equations above.

c. To find the PROB-VALUE for these hypotheses we could take these t values to the table given in Appendix A-4 using n-2= 24 degrees of freedom, or use the exact reported values given in the 6th column of the table.  We see that the slope differs from 0 with a PROB-VALUE of <.0005.  Since the output truncates the actual value to three decimal places, we know that the PROB-VALUE must be less than 0.0005 or it would have been rounded to .001 in the output.  For the alkalinity variable, the PROB-VALUE is .005, also highly significant.

d. The test for the correlation coefficient is summarized in the following table:

	Correlations

	
	
	Mercury
	Alkalinity

	Pearson Correlation
	Mercury
	1.000
	-.536

	
	Alkalinity
	-.536
	1.000

	Sig. (1-tailed)
	Mercury
	.
	.002

	
	Alkalinity
	.002
	.

	N
	Mercury
	26
	26

	
	Alkalinity
	26
	26


The calculated correlation coefficient of r = -0.536 turns out to be highly significant with a reported 1-tailed probability of 0.002.  

e. The ANOVA verifies the results for the statistical significance of the regression equation

	ANOVAb

	Model
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	.944
	1
	.944
	9.678
	.005a

	
	Residual
	2.341
	24
	.098
	
	

	
	Total
	3.284
	25
	
	
	

	a. Predictors: (Constant), Alkalinity
	
	
	

	b. Dependent Variable: Mercury
	
	
	
	


Notice that the significance of the overall equation given in the last column is the same as the significance level of the alkalinity variable shown in the Coefficients Table above.  To see this note that 
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, the value for the F-statistic shown in the 5th column of this table.

Using equation 12-13 for testing the simple correlation coefficient r,
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This value is approximately equal to -3.111 for the test of the alkalinity variable, differing only due to the number of digits retained in the calculation.  Hence, all tests are numerically equivalent.

f. For the slope and the intercept, we note that the output has automatically generated confidence levels for 95%.  These are shown in the last two columns of the Coefficients Table given above.  However, we can use equation 12-6 since the output also provides us with the standard error for the constant (intercept).  For the intercept, (, we thus find
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and we see that the confidence interval for 99% is wider than the interval for 95 % given in the SPSS output.  The confidence interval for the slope is found in the same way using equation 12-9.

g. & h.   

The output from SPSS confirms the shape and structure of both the confidence and prediction intervals for the equation.  
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The inner pair of dot traces show the characteristic bowed shaped of the confidence intervals, which are narrowest at the mean alkalinity level.  The outer two prediction intervals reveal the difficulty of using the equation to predict a single value for mercury concentration at virtually any level of alkalinity. 

The values for 20 mg/l and 100 mg/l can be interpreted from this output.  
i. The simple residuals can be plotted using a histogram:
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They appear to be slightly skewed and not obviously normal though there are only a small number of observations so this is not surprising.  There is also a gap on the positive side.

j. The normal probability plot verifies this, and shows few than expected observations in the location of the obvious gap in the histogram:
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Note there are too many observations at low values, then near normal numbers until the gap in residuals where there are too few.

k. The plot of the residuals against the predicted value of the dependent variable reveals additional problems.
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First, we note that because the equation has a negative slope, higher values of Y will appear on the RHS of the figure.  So, we note that for smaller values of Y, and therefore higher values of Alkalinity the residuals are small and close to the line, with one exception.  In general the variance around the line is small.  On the other hand, for the higher values of Y shown on the RHS we have an obviously larger variance.  This suggests that homscedasticity may be a problem.

l. The plot below reveals the graph of Chlorophyll against the regression residuals from the Alkalinity equation.  
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The graph reveals a definite relationship between the two variables. Higher values of Chlorophyll tend to be associated with negative residuals and lower values with positive residuals.  The scatter is not random.
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