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Risk Assessment

%)

Thus far, we have discussed hazards as theyexist in nature and as they affect and are
affected by human perceptions, actiofis, and institutions. However, there is another
element that is crucial to our understanding of natural hazards and the ways we
seek to manage them: that of fisk. The terms risk, risk analysis, and risk assess-
ment are pertinent to many (fiélds-besides natural hazards research and encompass
many interests, including,seientific calculations of probabilities of occurrence, expert
evaluations of possible consequences, laypersons’ understanding of risk, and various
types of risk managemient. The literature on risk is extensive and diverse (Montz &
Tobin, 2012, 20133Slevic, 2000; Tobin & Montz, 2009), with a sizable component
devoted to aspedts af risk analysis (Covello & Mumpower, 19835; Flynn, Slovic, &
Kunreuther, 200%; Jaeger, Renn, Rosa, & Webler, 2001; Linnerooth-Bayer, Lofstedt,
& Sjostedt,"2001). In many ways, risk sits at the core of disaster management, and
hence itds\crucial that we understand the basic concepts if we are to make meaning-
fuldecisions regarding mitigation strategies (see, e.g., Fra Paleo, 2015b). We cannot
include all facets of risk in a single chapter, so our focus here is on the definitions,
issues, and management of risk from a natural hazards perspective.

What Is Risk?

To understand risk and uncertainty, we need to examine hazards’ physical processes
in conjunction with the human use system. This relationship is illustrated in Figure
8.1, which juxtaposes various processes of the physical environment (e.g., events’
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frequency, magnitude, duration), on the left, with processes of the human environ-
ment (e.g., social norms, coping mechanisms), on the right. Of course, in reality the
two major spheres are hardly entirely separated because their components inevitably
interact with and influence one another. Furthermore, the relationship is complex,
with causality reflecting the interaction and the constantly changing relationships of
many of the variables. As indicated in the lower (dash-lined) box, however, the figure
fails to capture the dynamism of risk (represented as the central focal point in the
figure), which is invariably the key concern almost by definition of any risk manager.

It is the different conceptions of natural hazard risk that help shape our pereep-
tions of and responses to natural hazards. However, to understand risk andgvulacr-
ability fully, we need to pay attention to the appropriate scale of analysis (Birkmann,
2007). We can, for instance, look at risks at the level of the individualya$s.inithe case
of deaths and injuries from disasters (Ellidokuz, Ucku, Aidin, & Ellidokuz, 2005),
or at the community or national level of exposure. In fact, it is the“perceived level of
disaster risk that is a critical element in whether communities¥(otindividuals) take
action to reduce it, and, conversely, it is the organization of §o¢iety and place together
that helps determine the degree of risk. In this respect, Pelling (2012, p. 146) points
out that “differences in urban vision go some way to explaining why it is that so many
urban risk governance problems appear intractablé.” There are many levels of analy-
sis that must be addressed. This is not to argue that rural risk is not also problematic,
as shown by Davies, Guenther, Leavy, Mitchell,'dnd Tanner (2009). Overriding much
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of this are inherent cultural traits and traditional practices that can both mitigate and
exacerbate risk (Hewitt, 2012). Thus, we need to understand risk not only in techni-
cal terms but also in terms of how it is perceived by those in hazardous areas and how
it is managed (or not) through risk mitigation, sharing, and avoidance strategies. To
achieve that level of understanding, we need to explore some background informa-
tion on how risk is determined and consider what we already know about its natural
and technological sources.

Hazard Risk

In its simplest form, risk is an outcome of geophysical forces that can be gRamiined
through temporal and spatial lenses (Tobin & Montz, 2009). We cap=¢é:tainly cat-
egorize hazards temporally by observing their frequency, seasonality,and/or diurnal
occurrences. Hurricanes and tornadoes, for example, might be expected more fre-
quently at particular times of the year, thunderstorms at certain tintes of the day, and
so on (as detailed in Chapter 3). At the same time, there is a§patial dimension to risk,
with many events defined by location. For the most part, edsthquakes and volcanoes
are found in specific zones, hurricanes make landfallnincertain regions, and even
weather events such as blizzards and tornadoes are §omeéwhat spatially defined. Map-
ping hazard zones along with the probability of the Gccurrence of events is a useful
exercise that adds spatial patterns to this simplei€isk model.

In Chapter 3, the probability of recusrenee of particular geophysical events was
assessed through historical trends. Lengthy historical records make it possible to
determine the probability of certain-sized events occurring in any given year. How-
ever, defining risk as the produgt of\probability of occurrence and magnitude is to
reduce risk to a technical calgulation; it combines the two elements of risk in a logi-
cal, mathematically sound manner, thus yielding a means of comparison. One draw-
back to this concept, thdugh, lies in the fact that identical “risk” values may lead to
significantly different outcomes—because they do not indicate the number of people
exposed to a hazard=eivshe losses expected from a specific event. A straightforward
measure of occurrénee multiplied by magnitude could result in similar values for high
probability—lowrcongequence and low probability—high consequence risks. For exam-
ple, an earthquake of magnitude 7.5 on the Richter scale might have a return period
of approXimately 100 years at a specified location (i.e., a 0.01 probability, or 1%
chaned, 6f eccurring in any given year). According to the formula, the risk could be
described as 0.075 (i.e., 7.5 x 0.01, via simple multiplication). Let us assume also that
a 3.75 magnitude earthquake has a 0.02 probability (that is, a 50-year event), which
likewise translates into a risk factor of 0.075. Similarly, an earthquake with a 0.05
probability and a magnitude of 1.5 also would have a risk factor of 0.075. Despite
seemingly identical technical ratings (based on simple quantitative methods), these
events would probably have different impacts. Thus, attempting to reduce hazard
risks to a neat mathematical formula—or even to purely geophysical processes—is
erroneous from a natural hazards perspective; there is considerably more than that
to hazards. In fact, risk is just a part of hazards, and the two terms are by no means



300 NATURAL HAZARDS

synonymous. Risk, though, is an important component of hazard analysis, and risk
analysis forms an important subdivision of the study of natural hazards.

In this book, we have been concerned with society’s views and perceptions
because they influence attitudes, actions, and ultimately vulnerability. Hence, Whyte
(1982) suggested altering the risk formula from:

Risk = Probability of occurrence x Magnitude
to
Risk = Probability of occurrence x Magnitude”

where 7 represents social values.

Whyte’s modification is a step forward, allowing for inclusien of social con-
cepts of risk, and it consequently recognizes variations in perceptior in different con-
texts. The difficulty, of course, lies in trying to put a vdlue on 7. Nonetheless, it
expands our view beyond a narrow technical measure ofirisk to one that recognizes
the importance of different social and cultural interpretations and outcomes, and,
along with the formula presented earlier, illustratés the numerous ways risk can be
conceptualized. As we have emphasized, disaster.outComes can be and frequently are
changed, most obviously through mitigation. Sch actions as retrofitting buildings
to withstand shaking, refining emergeng§ response systems, and planning recovery
procedures change the nature of the,earthiquake risk because they reduce adverse
consequences and change people’s petceptions. It has been argued that when 7 is
sufficiently high, mitigation measureés are sought in an attempt to lower the ultimate
value of 7. For instance, if the;magnitude of the 7.5 earthquake event were squared,
then risk would rise from 0.075 #0 0.5625.

Refining this perspectiye further, we should incorporate elements of disaster
impacts; to get a better ‘assessment of hazard risk, details on vulnerability must be
incorporated into.the analysis. Statistically, this relationship can be expressed as

Risk = Probability of occurrence x Vulnerability

This(equation, of course, raises the additional question: What is vulnerability,
and_héwyde we measure it? This relationship was used by Van Dissen and McVerry
(1994) to evaluate earthquake risk in New Zealand. They defined probability as the
likelihood of an earthquake’s occurring (based on results of a seismicity model) and
vulnerability as the damage potential for property (measured through use of a dam-
age ratio). This certainly encapsulates elements of both the geophysical forces and
human dimensions and is valuable in broadening our understanding of risk, but both
components are still somewhat limited. The formula fails to incorporate differences
in population size and density (or what might be termed exposure) as well as com-
munal adjustments undertaken to minimize losses. Mitchell (1990) used a similar
approach but modified the formula, conceptualizing hazards as a multiplicative func-
tion of risk, exposure, vulnerability, and response:
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Hazard = f(Risk x Exposure x Vulnerability x Response)

where risk is the probability of an adverse effect, exposure is the size and characteris-
tics of the at-risk population, vulnerability is the potential for losses, and response is
the extent to which mitigation measures are in place.

In combination, these elements serve to explain differences in hazardousness
from place to place and from time to time. If we adopt Lowrance’s (1976, p. 8) defi-
nition of risk as “a measure of the probability and severity of harm” and combine
it with Mitchell’s conceptualization, it is not difficult to imagine different disaster
scenarios. At one extreme, an event with a low probability of occurrence mightcreate
considerable losses, such as occurred with the Indian Ocean tsunami in 2004 The
geophysical event was low-risk in terms of the expected frequency of she‘earthquake
and tsunami, but the high concentration of people settled along the/coastlines of
India, Indonesia, Malaysia, Sri Lanka, and Thailand demonstratesthe need to incor-
porate exposure into the risk equation (Karan & Subbiah, 2011)<ThiS§ would likely be
the case for any unprepared but densely settled locality. At the ‘other extreme, perhaps
with relatively constant (high) probabilities of occurrenceydifferent measures of vul-
nerability will significantly affect the estimated intensity f a hazard, as was appar-
ent with the 1995 earthquake in Kobe, Japan, and {ropical storms in Bangladesh
(discussed in Chapter 1). At a given risk, a hazard may be lessened if the vulnerable
population is protected by mitigation measures,0f Has the financial or other resources
to recover from loss. Risk, then, as a cop€eptidépends not only on geophysical pro-
cesses but also on the levels of exposuze, vulnerability, and response.

Overall, risk can be viewed theoretically as existing on a two-dimensional plane
for any specific location, the extremes of which are high probability—low conse-
quence and low probability—high consequence risks (see Figure 8.2). An example of
the former might be a thunderstorm in Florida, while a category 5 hurricane mak-
ing landfall near MiamiBeach might illustrate the latter. Certainly, any number of
natural and technological-hdzards could be depicted at different points on the plane.
The two examples,seryeto illustrate extremes at a given location. On this figure, the
Indian Ocean tsufiami would be low probability of occurrence but with very high
consequences,awltereas a violent volcanic eruption along the Aleutian Islands might
have a high probability but the consequences will be low, at least in terms of human
impacts.

Td facilitate risk comparisons among nations, the United Nations Development
Programme (UNDP) has developed a Disaster Risk Index (United Nations Devel-
opment Programme, 2004). The index includes measures of physical exposure to
hazards, limited in this instance to floods, tropical cyclones, and earthquakes, and
identifies how vulnerability indicators might contribute to the risk. Based on data
from 1980 through 2000, the average risk of death from these types of events was
calculated, controlling for the country’s economic level. It is apparent from these
data that losses are correlated with a nation’s development status, with low-income
countries experiencing higher levels of death than high-income ones (see Figure 8.3).
At the global scale, therefore, patterns emerge as to risk and exposure that are not
related simply to the physical environment.
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Wisner and colleagies{2012) outline yet another framework where disaster risk
is also defined as.agproduct of hazard and vulnerability. Recognizing that this defi-
nition itself is sofmeéwhat vague, at least in its practical application, they clarified
the relationshipy seating that “disaster risk is a function of the magnitude, potential
occurrence, fréquency, speed of onset, and spatial extent of a potentially harmful
natural évént or process (the ‘hazard’). It is also a function of people’s susceptibility
to losg, iyjary or death” (p. 24).

Adding “susceptibility to harm” and “protective action” to the mix, they pro-
poséd that

Disaster risk = H x [V/C - M|

where H represents hazard, V is vulnerability, C is the capacity for personal protec-
tion, and M is larger-scale risk mitigation through preventive action and social pro-
tection.

Thus, risk is only part of the notion of a hazard, but we must understand risk
in order to grasp the complexities of hazards. Just as risk is only one component of



Risk Assessment 303

500
450
400

350

300

250

200 £
150 3
10

s s

High Income Upper-Middle Income Lower-Middle Income Lower Income

o O o

B Number of deaths (in thousands)  ® Number of deathsper event

Relationship between economic development and deaths from disasters. Both the absolute and
relative number of deaths from disasters is greater for lower income €ountries. From International Federation
of Red Cross and Red Crescent Societies (2014c).

hazards, risk also is complex. It comprises two elements that must be considered both
separately and together, namely, the shoice of action and the outcome, with the latter
encompassing both a probability,and a consequence. The two in combination—that
is, choice of action and outcomez—create different degrees of uncertainty.

Choice of Action/Suryivors of Circumstance

Human life requires'choices among actions that are linked inextricably to risk (Din-
man, 1980). Exery-decision and resultant action, whether voluntary or involuntary,
is an intricate part of human existence that ultimately exposes people to risk. In
reality, né One)is ever completely safe no matter what decisions are made, although
clearly(sonie individuals are safer than others. For example, inhabitants of squatter
settlements on the unstable slopes of Lima, Rio de Janeiro, and Hong Kong or on the
floodplains of Santiago, Karachi, Caracas, Delhi, Manila, and Mexico City (Torry,
1980) are obviously more vulnerable than people residing in substantial dwellings
in less hazardous environments. In contrast, choosing to purchase property on a
steep, unstable cliff along the California coastline represents a conscious decision
to take advantage of the scenic vistas as weighed against the potential costs of land-
slides. It should be stressed, however, that the decision to reside in a particular area
is not necessarily made freely, but is usually determined by socioeconomic forces that
often are beyond the control of individuals. Those residents of the squatter settle-
ments are essentially victims of socioeconomic circumstances. This extends to many
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other individuals who find themselves at risk through prevailing conditions that exist
because others made decisions perhaps years earlier. Thus, risk involves choices, but
those at risk are not always the ones who make (or made) the choices. As discussed by
Slovic (1987), voluntary risk, as exemplified in the Californians seeking scenic views,
is much more acceptable than involuntary risk, as typified by the floodplain dwellers
in Santiago.

Of course, many decisions place people at risk. People face risks every day, many
apparently voluntarily, such as choosing to drive (rather than walk) to work, or to
smoke cigarettes, or to live alongside eroding shorelines. However, decision mak-
ers may find their choices inhibited by various economic, cultural, social, pelitieal,
and even religious constraints. Furthermore, even some voluntary risks nf@y, wot be
deemed fair in the eyes of society. Sagoff (1992) contrasts the risk associdted with
purchasing a lottery ticket with that of owning a house adjacent to“alchemical fac-
tory. Although both situations are risky, the lottery ticket holder gannot expect soci-
ety to reimburse any losses, while it is generally agreed that the hemeowner should
not be held accountable for his or her loss if an accident éeéurs at the factory. The
same should apply to those residing in hazardous areassthrough no real choice of
their own.

Knowledge of the available choices is an imipoftant factor in choosing one’s
course of action. Although the relationship is more complicated than suggested here,
it is important to recognize that risk involves.cloice. Who makes that choice, based
on what information, for whom, and withi what results are all crucial concerns when
answering questions about why people cortinue to occupy hazardous areas. Obvi-
ously, these are complex questions,

Outcomes: Probability and Consequence

Besides choice, some atténtion must be given to outcomes of decision making. Those
who elect to live in hazardeus areas may not fully appreciate the true risks involved.
While their initial,choice may have been voluntary, their knowledge of potential out-
comes may have-been incomplete. For example, the retiree who becomes a home-
owner in Florida'may be unaware of the seriousness of threats from hurricane-force
winds, storm, Surges, or rising sea level locally. Even with this knowledge, such a
decisiondmay be perceived as internally rational by the individuals concerned. If the
persod relocating expects to live in the hazardous zone for only a limited time (say,
5410 years), then his or her lifetime risk is less than that for someone planning to live
ther€ for 50 years. Thus, risk must also account for exposure. Of course, this does
not mean that a major tropical storm will not hit the area during his or her first year
of residency.

Predicting outcomes is not easy for either individuals or society. Outcomes have a
number of characteristics that can vary significantly, depending (among other things)
on the geographic location and the time of occurrence of the event. For example, take
the physical aspects of a hazard; the magnitude, timing, and extent of a geophysical
event influence the decision making of the individuals involved. Although risks asso-
ciated with natural hazards are not usually viewed as positive, if the timing is right,
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the flooding of agricultural lands can actually increase fertility without damaging
the crops. However, a flash flood calls for immediately vacating the hazard zone, and
failure to respond appropriately can result in death. Over 140 people died in the Big
Thompson Canyon in 1976, many because they made the wrong decision to try to
outrun the flood in their automobiles (Gruntfest, 1977). The pattern was repeated in
2013 when flash floods again cascaded down several Colorado canyons, destroying
homes and tearing up roads in their path. During the intervening years, more people
had moved into hazard-prone areas, and frequent wildfires had further exacerbated
the flood risk by removing vegetation that would hold some water in place (Gochis et
al., 2014). Actions can have negative or positive outcomes that affect the elentent/of
risk; those individuals who attempted to drive down the canyon increased heirrisk,
while those who climbed to safety reduced theirs. Societal decisionsralso ¢an have
positive and negative outcomes; building a sea wall to prevent sea suxges from hur-
ricanes, as was done in Galveston, Texas, and New Orleans, Loujsiana, encouraged
development in purportedly newly “safe” zones, thereby ultimately placing more
people and property at risk. As discussed in previous chaptets, this phenomenon is
commonly referred to as the levee effect.

Thus, there is uncertainty associated with outcome$, ‘an uncertainty founded
not only in the physical dimensions of hazards but{al§gin any decision making that
occurs. For example, we cannot guarantee that a_disaster of a particular magnitude
will occur at a specific time or place; for most hazards, it is not possible to forecast
events so precisely. Similarly, although wetcamidentify some areas as prone to partic-
ular geophysical events, we cannot be gonfident that any area is completely free from
a specific hazard (as discussed in Chapter 3). Human behavior further complicates
the range of possible outcomes, such\that the extent of property damages or number
of lives likely to be lost cannotbe predicted with precision prior to an event.

Nonetheless, there exist same projections for deaths from potential events. In
California, scenarios fof earthquakes of different magnitudes at different times of
day have been used tq estimate the number of probable fatalities (FEMA, 1980; U.S.
Department of Cemmesce, 1973). Now HAZUS enables authorities to make very
rough estimates of«tisk associated with various magnitudes of earthquakes. However,
similar modelgd0-1ot generally exist for other hazards at other places (as discussed
in the preceding chapter). To counter this omission, we must think in terms of the
probabilifies of outcomes or consequences. For example, it is possible to calculate the
likelih6od &f dying from a particular action or event (refer back to Table 1.4 in Chap-
tef. 1). However, while these numbers are useful in comparing risks, they are based on
the same outcome (death) and do not include a temporal component; without it, such
figures can be grossly misleading because exposure is not considered. For example,
the risk of a worker being killed in a quarry may be 1 in 3,100 per year at any given
time, but that risk increases to 1 in 80 over a 40-year work career (Dinman, 1980).
Similarly, the risk of dying from an earthquake is quite different if one lives in Iran
or in California. In general, death rates are meaningless without qualifying informa-
tion on the factors that might affect one’s exposure, such as one’s location, health
and socioeconomic status, age, occupation, gender, and all the other vulnerability
measures discussed earlier.
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Uncertainty

One difficulty that pervades all consideration, evaluation, and analysis of risk is the
level of uncertainty with which we must contend. Indeed, uncertainty is inherent in
all aspects of risk. It lies in the probabilistic nature of occurrences, in outcomes, and
in the efficacy of various choices. Uncertainty is problematic for several reasons. First,
because it is found in all elements of risk, reducing it is not a simple matter; different
approaches are required for different elements. Second, the level of uncertainty is not
the same for each element or for all hazards. Third, people differ in their tolerance
for uncertainty, and their differences are seen in the elements of risk. For instasnge,
some individuals may be more comfortable with uncertainty of occurrence thafiwith
uncertainty of outcome, while for others the reverse may be true. In beth cases,
their decisions would reflect these differences. Finally, uncertainty niay be increased
by combined risks (discussed later in this chapter). As the risks become more com-
plex, uncertainty increases, as do all the problems just noted. Sere researchers have
addressed such uncertainty directly. For example, Wilson and*Crouch (1987) calcu-
lated that the risk of getting cancer from drinking water‘at\the U.S. Environmental
Protection Agency’s chloroform standard is 6 x 10~7; however, this assessment is sub-
ject to an uncertainty level by a factor of about 10¢Suatilarly, they reported that the
risks of developing cancer from cigarette smoking, background radiation, and eating
large quantities of peanut butter also had uncertainty levels by a factor of 3. These are
not insignificant levels of potential error, natdrally calling into question how accurate
risk projections in other areas of humar'life ntight be.

Uncertainty plays an importang’tole in our estimations of risk, definitions of
which risks we are willing to facejyand our ability to understand what risk means.
Individuals often reduce their pérsonal vulnerability by misinterpreting probabilities.
For example, an event of low probability may be completely negated or perceived as
a cyclical event that will-not o€cur again in a certain number of years; thus, many
individuals feel safe imimediately after a 100-year flood, as discussed earlier. For
those charged with m@naging risk, however, uncertainty is a complication that must
be recognized and“addressed.

Risk Communication

In the discussion above, knowledge of choices and outcomes surfaced as an impor-
tasft consideration. Indeed, the extent to which people understand the nature of a
givensrisk and the choices available to them can affect the level of risk to which they
are exposed. Experts and the media are the major sources from which the public
derives its knowledge of risks. However, experts tend to either over- or underestimate
the public’s ability to evaluate risk and choice. In either case, the result is the same,
namely, appropriate information in an understandable form is not communicated to
the public (see Mulilis, 1998, for a review of the literature in this area). As Morgan
(1993, p. 4) comments, “If anyone should be faulted for the poor quality of responses
to risk, it is probably not the public but rather risk managers in government and
industry.” Many others have also called for the improved communication of risks
(e.g., Bell, 2007; Gill, 2007; Lindell & Perry, 2004; Mulilis, 1998).
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Inasmuch as psychological studies show that people process information through
existing knowledge, experts should exploit that insight in risk communication. Mor-
gan (1993) suggests that the only way to convey risk appropriately is first to find out
what people already know, then develop warning messages based on that informa-
tion, and finally, evaluate the extent to which the communication was successful.
More recently, however, others have worked on integrating scientific understanding
of risk with political realities and even conventional wisdom. In this regard, Lane and
colleagues (2011, p. 32) undertook an experiment looking at flood risk and showed a
“deep qualitative understanding of flood hydrology, one that was not simply ‘loeal,
and which through working with the event could be harnessed to produce@nd“to
negotiate a new and collective sense of knowledge.” A collective sense of kfiowledge,
therefore, was seen as a better approach to risk communication. Anothef'study, under-
taken by Bell and Tobin (2007), looked at how flood risk might be mibre effectively
communicated in the United States, where the 100-year floodplaifi is used in policy-
making. The problem arises from the generally misunderstood.concept of a 100-year
flood (or any event). They suggested that the terminology léads.to confusion because
the term conveys the misimpression that such events oceux 100 years apart. Oth-
ers have employed graphic models to communicate risky, Ash, Schuman, and Bowser
(2014) evaluated the effect of different color and graphic schemes on understanding
tornado risk in the United States and Europe. Fuchs, Spachinger, Dorner, Rochman,
and Serrhini (2009) looked at the eye movements of respondents in attempting to
determine which maps might convey floéd risk most effectively. While the findings
from these various studies have yet to Jie adopted, it is through such work that greater
understanding of hazards and risks,might be accomplished and communicated.

“Unconventional predictions? ofvdisasters can also lead to misunderstandings,
and experts need to respondsappropriately and communicate risk when such situa-
tions arise (Showalter, 1994). A described in Chapter 3, a classic case of this kind
garnered headlines when [ben Browning, who was not a seismologist, predicted that
an earthquake would¢occur on December 3, 1990, near New Madrid, Missouri.
Because this had béen, the site of one of the largest earthquakes in the contiguous
United States,«Bfowting’s prediction aroused some fears, and a number of people
reacted to his warring despite its lack of scientific underpinnings. The relevant
authorities should always prepare for unconventional predictions by planning how
to communicate accurate risk information based on scientific probabilities and the
porential/for occurrence.

For their part, the media also create problems. Journalists may have a limited
understanding of risk and probability, which makes their reporting prone to error.
Ben Goldacre of The Guardian newspaper in the United Kingdom has been particu-
larly critical of the bad science represented in the media (Goldacre, 2011). The focus
on sensational occurrences that in reality present very low risks to the general pub-
lic tend also to lead to inaccurate perceptions of probabilities and likely outcomes.
Indeed, the attention devoted to events by the media often bears little relationship to
their actual severity (Adams, 1986; Combs & Slovic, 1979). There is evidence that
the “media hype” associated with Hurricane Irene in the U.S. Northeast in 2011 may
have contributed to a sense of complacency when Superstorm Sandy approached the
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same area in 2012, with disastrous consequences for many. Simon (2007) suggests
that such imagery put forward by the media can often have profound negative effects
on society at large. In a case study following the ravages of Hurricane Katrina in New
Orleans, he found there were legitimate concerns over enduring memories stemming
from the disaster. In essence, he stated that the harsh criticism of FEMA might lead
to mistrust in government relief; community solidarity might be undercut by con-
tinuing memories of the chaos; and racial fears might be falsely engendered through
an unfortunate combination of poor risk appreciation and inadequate coverage of
the real events as they occurred. Simon (2007, p. i) described these images’ potential
impact on our awareness of risk in this way:

For a long time American personal and governmental attitudes toward risk were,shaped by
the work accident as a model of modern risk and insurance as an exemplakytool of risk
governance. In recent decades, those models and the images, narrative$y, and*discourses
supporting them, have been replaced by ominous images of grave technological disasters
and fearsome violent crimes. These new figures haunting our risk imaginary have undercut
support for broad measures of social risk spreading and encouraged ‘privatization, isolation,
and heavy reliance on police and prisons as tools of governmenty, Now, the false memory of
post-Katrina violence may reinforce those tendencies by condensing the disaster and crime
fears of recent decades into a memorable and racially codedyimage of terror.

Undoubtedly, a large part of the risk commdnication problem may be attributed
to the uncertainty that surrounds both e&péxt and lay knowledge of risk. Scientific
knowledge of probabilities of occurrence, available choices, and possible outcomes is
lacking. Although there is a demonstrable need for clear communicaton of risk, there
are many difficulties to achieve that\objective.

Risk Analysis: Different Views'Yield Different Decisions

Having a working definition of risk is a start, but we cannot stop there. Even more
problematic than establishing a logical or functional relationship among variables is
properly analyzing,the results. Once a numeric or nonnumeric value for risk has been
determined, théCemplex task remains of analyzing what it means to those affected or
to other decision makers. One of the key issues in understanding risk and accomplish-
ing risk dsSessment is the differing views people hold on the importance of various
risks, @hich is discussed in some detail later in this chapter when different types of
risk are considered. Here, it suffices to say that, regardless of individuals’ experiences
and™training, it is not the scientific definition of risk on which they base decisions
about which actions to take or to which hazards they will knowingly expose them-
selves. Thus far, the standard risk analysis paradigm—in which one chooses from
among alternatives that have different potential outcomes, the probability of which
can be measured—has not proven entirely satisfactory in explaining behavior.
Green and colleagues (1991) explored the differing views of risk held by engi-
neers, emergency planners, and the public. While engineers tend to view risk as a
measure of the probability of an event’s occurrence, emergency planners tend to focus
on the risks of miscommunication of (or listeners’ apathy toward) official warnings
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(e.g., not heeding evacuation warnings or misunderstanding sheltering instructions).
In contrast, views of risk held by the public are much more difficult to categorize
because they vary based on individuals’ experiences, among other factors. Even
within groups, views of risk can vary, as found by an analysis of the use of weather
forecasts by water managers (O’Connor, Yarnal, Dow, Jocoy, & Carbone, 2005).
Those who felt at risk to problems created by weather events were more likely to
use forecasts. These differences, both between and within groups, affect the relative
success of risk communication as well. Each of us bases our decisions on our own
assessment of risk. While perhaps starting from the same point, in this case the-cal-
culated risk value, we conclude or make decisions at different points in time as, well
as in other contexts. Knowledge is important, but only as part of the procgss, ¥ risk
involves choosing among actions and outcomes, each of the alternativesptesetited has
characteristics that also influence views of risk. It may well be that differing views
of risk relate to different levels of importance accorded to one or another of its com-
ponents. For instance, some experts may evaluate risk by focusing=on choices, with
particular values attached to those choices. Others, perhapsfaypérsons, may focus on
outcomes, particularly the manageability of outcomes (Smithy 1996). Thus, it is not
merely differences in types and levels of risk that explain differences in attitudes and
decisions. One also must look to the importance giverf the components of risk by the
various decision makers.

Take, for instance, the influence of religion'én' risk decision making. Many indi-
viduals are bound by certain cultural andéreligious beliefs, and they respond to risks
accordingly. We are familiar with risk takingsby Christian Scientists, who consciously
reject medical support and intervention in favor of prayer alone—a course of action
that, to the outside observer, may dppear to be counterintuitive and even thoroughly
irrational, but that to the Chgistian Scientist is perfectly rational. Furthermore, reli-
gious adherents may view natural events as divine acts and believe that little can be
done to prevent them. IAssome traditions, for example (as discussed in Chapter 4),
deaths from disasters are-attributed to wrongdoing, such as immoral lifestyles or
irreligious behavior. At fs-not unusual for disasters to be interpreted by some faiths as
manifesting divinéwrath; the Lisbon earthquake of 1755 was followed by just such
claims, as werg'the1906 San Francisco earthquake, the 1993 floods in the upper mid-
western United'States, the California earthquakes of 1994, and Hurricane Katrina in
2005. Algernatively, some disasters are viewed as God testing the population at large
rather (tharas divine punishment of individuals (Chester et al., 2012). At the same
tirhe, ds Gaillard and Texier (2010, p. 82) note, “People do not assess risk in simple
terms, in terms of either the threat of hazard or religious and cultural filters. . . . For
instance the response of Javanese communities in facing eruptions of Mt Merapi is
shaped both by syncretic religious beliefs and by a rational evaluation of the risks to
livelihoods in the event of an evacuation.”

In addition, in a South Carolina case study Mitchell (2000) found no impact
of differing biblical traditions on the risk perceptions of Christian clergy. The rela-
tionship between death and religion is multifaceted (Spilka, 1985) and the extent to
which it affects risk taking and decision making in hazardous situations is intrigu-
ing and has not been fully explored. It is in this realm that we recognize the role of
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cognitive dissonance—the ability to hold contrasting views and yet function in a
somewhat (internally) rational way (as discussed in Chapter 4).

Measures of Risk

The first step in interpreting the extent and significance of differences in risk requires
that we exercise greater precision in defining the terms we use. When people talk
about risk, they are often referring to different things. There also are several common
measures of risk (Starr, Rudman, & Whipple, 1976), which are frequently used inter-
changeably. The different measures include real, statistical, predicted, and/pereeived
risk. Real risk is perhaps the most difficult to determine because of the=dle played by
time; that is, real risk is determined by future circumstances as well ag'the history of
actual occurrences. Statistical and predicted risk are “objective” gstimates based on
observed frequencies and theoretical probabilities, respectively (as discussed in Chap-
ter 3). The former, which has been embraced by the insurdnde ihdustry, is grounded
in the scientific method and uses common statistical techiiques. In contrast, where
there is a lack of experience with or knowledge of frequencies and outcomes, pre-
dicted risk relies on simulation models. It is used moSthoften for events that have an
extremely low probability of occurrence, where the historical record is incomplete.

Our primary concern here lies with perceivéd risk, or the subjective value to
which people react and respond. Resear€h on risk perception shows that scientifi-
cally based quantitative measures arg generally less important than the qualitative
attributes of a risk—and are definjtélyymore complex than those measures based on
simple psychological types (Allison, 2015). People tend to evaluate risks in a multidi-
mensional but subjective mapnér, and as a result some risks become “socially ampli-
fied” and others “socially attenuated” (Kasperson, 2015; Kasperson et al., 1988). In
other words, some riskg’may be perceived as greater than scientific measures would
suggest—that is, they are-overestimated—Dbecause their effects are judged to be unac-
ceptable, whether.soecially, economically, psychologically, or otherwise. For example,
after the nuclear pgewer plant accident at Three Mile Island, similar plants around the
world were shait,down, checked for safety, and restarted more frequently than prior
to the accident>-despite this procedure’s being among the most risky of normal oper-
ations. Similarly, the Japanese earthquake and tsunami in March 2011 compromised
the Fukushima nuclear power plant so much so that it has since been closed—while
other power plants were immediately taken off line, at least temporarily, as a safety
measure. This latter response is understandable, given the significant consequences
of failure, but from a risk perspective it is not necessarily sound (Cyranoski, 2007).
Other risks may be underestimated or attenuated and thus receive less public concern
and attention than they deserve; examples would include raised speed limits, which
inevitably entail additional lost lives, and, until the late 20th century, cigarette smok-
ing.

Many factors contribute to risk perception, including exposure, familiarity,
preventability, and dread (Coburn, Spence, & Pomonis, 1991). Again, the different
weightings associated with these factors illustrate the divergence between lay and
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expert estimates of risk. These differences are frequently evident in estimates of the
risks associated with land uses proposed for particular places, especially noxious
or unwanted facilities such as landfills, solid waste incinerators, and jails. Expert
estimates frequently ignore the social and cultural context within which risks are
evaluated by the public and misconstrue the role of individual and group perceptions.

As discussed in Chapter 4, perception is a complex concept that provides a basis
for understanding responses to risks and hazards. While perceptions are difficult to
measure precisely, which frustrates many experts in risk analysis, there are social,
cultural, and psychological components to laypersons’ estimations that go a longway
toward explaining why some risks are judged to be acceptable and others unaccept-
able or why some risks are socially amplified and others attenuated. Acceptable risk
is not different from perceived risk, although acceptable risk depends,en‘thépercep-
tion of both risks and benefits—that is, risks, benefits, and costs must’all be under-
stood fully before a risk can be properly judged as either acceptableor unacceptable.
Furthermore, risk perception is a dynamic process, and new ch6ices or information
about outcomes constantly lead to new perceptions.

Perceived Risk

Within the large body of research on risk, much attention has been given to determin-
ing and weighing the factors that affect risk per€eptions (Sjoberg, 2000). This is an
enormous challenge because of the rangefof social, psychological, physical, techno-
logical, and cultural factors involved and thé&interactions among them. For example,
Slovic (1987) showed that the perceivedirisk of 30 different activities and technologies
varied significantly among social.groups; college students and members of the League
of Women Voters ranked nuglear power as the most risky, whereas experts ranked
motor vehicles as entailing the highest risk and nuclear power only 20th. Risk, then,
means different things tgdifferent people, and the importance of understanding risk
perception and the factors-contributing to it cannot be overstated. If we do not under-
stand risk perceptiom, We can neither comprehend nor anticipate responses to risk,
which complicatestany risk reduction strategies.

Determinisig *‘which social, psychological, and environmental factors influence
risk perception is not easy, and a number of techniques have been used to discriminate
among tlfer, including social and attitudinal surveys, usually based on individual
questigniaires, and various scales based on psychometric analysis and multidimen-
sional scaling. (Applications of scaling methods are discussed in Ajzen & Fishbein,
1980; Slovic, Fischhoff, & Lichtenstein, 1985; Tversky & Kahneman, 1982.) Each of
these techniques has been criticized (for examples, see Allison, 20135; Sjoberg, Moen,
& Dundmo, 2004) either methodologically or in specific applications. Although we
should interpret the results with caution, the data are enlightening and, on the whole,
allow for evaluation of the complexity of factors involved.

Table 8.1 categorizes the factors affecting risk perceptions, based on the nature
of the risk, the nature of its consequences, and individual or social characteristics.
The three categories show that the characteristics of a risky activity and its conse-
quences are critical to one’s perception. Individual characteristics might be seen as
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TABLE 8.1. Some Factors Affecting Risk Perception

Nature of the risk Nature of the consequences Individual/social characteristics
Voluntary or involuntary Immediate or delayed Familiarity with the risk
Known to science Chronic, cumulative, or catastrophic New risk or an experienced risk
Measure of control over the risk effects Degree of personal exposure
(controllability) Common or feared consequences Perceived ease of reducing the risk
Changing character of the risk Severity of consequences Occupational hazard
Availability of alternatives Size of group exposed
Necessity of exposure Distribution (equity) of exposure
Possibility for misuse Effect on future generations

Global catastrophic nature
Average number of people affected
Reversibility of the consequences

Note.Data from Slovic, Fischhoff, and Lichtenstein (1979); Covello, Flamm, Rodricks, and Tardiff (1981); and Griffiths (1981).

an overriding layer against which factors associatéd with the risk and consequences
interact. This typology is not entirely neat, as somé&tactors fit into more than one
category, but the various groups differentiate fagtdrs in ways that are meaningful for
analysis and discussion. Nevertheless, the readér should not necessarily assume that
these are discrete factors that are individually relevant in every situation. They are not
independent but rather interact with aynumber of other factors to shape perception.
Different combinations of the same factors can result in different, yet perfectly ratio-
nal, decision making, and not all factors will apply in all circumstances (Fischhoff,
Slovic, Lichtenstein, Reed, & Coombs, 1978; Starr, 1969).

In addition, other sgeioeconomic and situational traits must be considered when
addressing perceived risk;Ancluding age, income, education, and gender, each of
which have been found.to influence perception almost irrespective of the factors on
the list in Table 8sI\However, research results are usually mixed. Arlikatti and col-
leagues (2006)nfor instance, found that demographic factors had little bearing on
awareness ofthuirricane risk zones and no impact on decisions to evacuate in the event
of a disagtér. In this study, personal experience of disasters was more important. In
contrastyZhang and colleagues (2004) found that higher incomes and longer tenure
in| theyhazard area correlated with greater accuracy in awareness of the risk area.
Other researchers have highlighted the importance of cultural identity in influenc-
ing one’s perceptions of risk, with Johnson (2004), for example, arguing that ethnic
identity and acculturation may play key roles in risk awareness.

Another theme of risk applies not to the individual per se, but rather to the col-
lective. It is likely, for instance, that social networks have a greater influence on per-
ceived risk than do individual traits (Scherer & Cho, 2003), as “risk levels” readily
become memes within society. Gruev-Vintila and Rouquette (2007) argue that col-
lective risk, termed socio-environmental phenomena, needs to be addressed if posi-
tive behavioral outcomes are to be expected. They state that “if collective conduct is
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sought in relation to a risk, the strategy consisting solely in increasing interest in (or
fear of) that risk is probably a quite ineffective one, but the strategy that increases
individuals’ involvement in risk after having provided them with sufficient practical
training should be an effective one” (p. 572). Similarly, noting that effective commu-
nication is important, Lindell and Perry (2004) stressed the need for consideration of
possibly different risk communication strategies for multiethnic communities.

What is unclear, however, is how these various influences, individual percep-
tions, and collective risk awareness work together and/or separately to fine-tune per-
ceptions of disaster risk. As discussed in Chapter 4, these additional variables influ-
ence perceptions of hazards, but it is important to consider the related and yetsot
identical perceptions of risk. In particular, we are concerned with perceptigfis, of risk
probabilities and outcomes, as these stem from the characteristics of~the, iritrusion,
while aspects of personal vulnerability come into play later.

The nature of the risk has been found to have an important influence on percep-
tion, though there is some discrepancy in the results of various studies. For instance,
Starr (1969) indicated that perception and acceptability, 6f tisk are influenced by
whether the activity that includes risk is voluntary. WhileSlovic, Fischoff, and Lich-
tenstein (1979) could not correlate perceived with voluntary risk for more than 30
hazards, there is some evidence that the extent to whi¢h people face risks voluntarily
is salient to perception (Slovic, Fischoff, & Lichtenstein, 1980). This relationship
is complicated because some risks may appear'‘€o’be voluntary, such as locating in
a flood-prone area, when in fact the individuals concerned may have few options
because economic constraints may predetefmine their available choices. Therefore,
consideration also might be given to Questions of fair and unfair risks, although there
are difficulties in drawing such gefiesal distinctions because of the context in which
risk taking occurs (Sagoff, 1992). Heath and McComas (2015) go further and stress
the need for considering fairness in risk evaluation as well as the need to consider dif-
ferent interests, ultimately-posing the question “How fair is ‘safe’?” In other words,
could we consider the risk>of tornadoes to be fair because they can occur virtually
anywhere, while liying in squatter settlements on unstable slopes might be considered
unfair? The categérieal distinction for tornadoes, too, blurs when the effect of hous-
ing structure ofivternado damage is added.

These issues illustrate the complexity of risk perception as well as the differential
influence$ that various factors can have. Take, for example, acute and chronic (or
intensiveand pervasive) hazards and their impact on risk perceptions. In a compari-
soh offindividuals located near an active volcano and those living in landslide-prone
areas in Mexico, it was found that such chronic hazard conditions elicited higher
levels of awareness of risk (Tobin et al., 2011). In light of the many possible combina-
tions of variables given in Table 8.1, the search for order in perceived risk is indeed an
onerous task. At the same time, risk is not static. It changes as we learn more about
it; as alternative activities or mitigation strategies are developed, and as the physical
environment changes, so risk perception changes constantly along with those factors.
Evacuees from Hurricanes Katrina and Rita in the United States, for example, sub-
sequently perceived risks from hurricanes to be far higher than the geophysical data
would suggest, and consequently will not likely return to New Orleans (Baker, Shaw,
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Bell, et al., 2009). Another study suggests that individuals have difficulty processing
information, such as educational materials on risk, after a major event like Hurricane
Katrina, and perceptions of risk remain subjectively high (Baker, Shaw, Riddel, &
Woodward, 2009). Brommer and Senkbeil (2010) interviewed residents in the path
of Hurricane Gustav about their perceived risks prior to landfall to determine what
led to their decisions to evacuate. The results showed that perceptions of risk varied
by location along the coast, although the threat posed by storm surges was predomi-
nantly evident in New Orleans itself. Again, the nature of the risk may be affecting
perceptions because the negative memories of Hurricanes Katrina and Rita weresthen
still prevalent. Over time, of course, these perceptions will modify.

Nevertheless, we cannot focus solely on the nature of the risk. Risk pérception
is also influenced by the perceived consequences of a particular activity“er Tocation,
since risks differ in severity and the probability of consequences. Perceived outcomes
such as the immediacy of a threat, dread associated with the risks'number of people
likely to be affected, and the potential for catastrophe all greatly irifluence risk per-
ception. Consequently, individual perception of risk rarelf €orresponds completely
with technical risk. An individual’s “misperceptions” maysbe chiefly related to fear
of consequences rather than probabilities of occurrenee. For instance, many people
express great fear of flying but are relatively unconcefried about driving to and from
an airport—although statistically, of course, the lattér is far riskier than the former;
similar patterns emerge with natural hazards,Infaddition, familiarity and denial play
important roles in risk perception; there4s réassurance in the perception that others
are probably worse off because the others faee greater hazards. For example, Califor-
nians might express surprise that midwesterners can live with tornadoes occasionally
cutting wide swaths of devastation“through their communities, while midwestern-
ers conversely might have trouble comprehending how Californians can live where
earthquakes level their living gryworking quarters. Obviously, many more variables
influence perception thanrate discussed here.

To some extent, thespopular media also affect perceptions by highlighting risks
and fatal incidents. Ahesresulting image of risk encourages the perception that every
element of life, espeeially in “other people’s environments,” is extremely hazardous.
Again, these rélationships do not work independently or consistently; their effects
vary from risk to risk, from person to person, from place to place, and from time to
time. Foexample, Lave and Lave (1991) have found that public perceptions of flood
risks 4dreyskewed in certain respects because of inadequate communication, specifi-
cally suggesting that current government publications are not likely to be understood
by those at risk. They found that people who worked and had higher levels of educa-
tion knew more about flooding and were more likely to have flood insurance than the
less well-educated respondents.

Our studies, then, have identified several systematic biases in laypersons’ risk
perceptions. These include the memorability or imaginability of a hazard (related to
an availability heuristic, discussed below), overconfidence in their risk judgments,
and tendencies toward underestimating uncertainties (Tversky & Kahnemann, 1982).
Combined with other factors, these biases contribute to the acceptance of certain
risks while others are deemed unacceptable, and the findings provide ample evidence
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of the complexities of understanding risk. Thus, one question to which risk analysts
have returned repeatedly is: How safe is “safe enough”?

Accepted and Acceptable Risks

A distinction must be made between accepted and acceptable risks. Some risks are
viewed as the consequence of living in a particular location, and while these may
be an accepted part of a given lifestyle, that does not necessarily mean that they are
acceptable to the wider community (or society) at large. For example, Bangladgshis
may accept the hazardousness of their existence without feeling that the risks-are
acceptable. Even those who choose to live in hazardous locations, such as o iirstable
slopes or eroding cliffs, may come to accept the risk but still consider<it*<unaccept-
able.” In fact, we face risks every day and accept the attendant outcomes—but that
does not necessarily make them “acceptable.” When one’s choice gs\limited, the bal-
ance of perceived risks and benefits is severely constrained, but it still can be argued
that the risk is accepted.

By contrast, acceptable risk is determined by the decisteri-making process. Ben-
efits, perhaps of increased safety, are balanced against\the costs of reducing risk or
restricting hazardous activity (Fischhoff, Lichtenstein,Slovic, Derby, & Keeney, 1981;
Fischhoff et al., 1978). Thus, acceptable risk is based on perceived risks and benefits,
particularly perceived benefits. However, there'dré problems with this definition of
acceptable risk. For instance, once the texin has'been applied, it may wrongly imply
that a risk is acceptable to everyone. In fact,the distribution of risks and benefits can
be quite inequitable (see Chapter 7). For example, charges of environmental racism
are based on the inequitable distribution of risks (Walker & Burningham, 2011). We
must therefore consider to whenia tisk is acceptable and evaluate the social, political,
and economic contexts in which risk is decided to be acceptable. It may be that a risk
only appears to be accepfable when instead it is merely accepted, necessary, tolerable,
or unknown.

Necessary risksexemplify accepted risks that, in a different context, may not
be acceptable. Neéeessary risks are those we face unavoidably—for instance, as a
result of our oetupdrion, income, or age—and their outcomes are not changed easily
through our gwn volition. Some necessary risks exist because political decision mak-
ers have{eterimined that they are necessary to attain socially desirable objectives.
An _exdmple of a necessary risk might be floodproofing public buildings rather than
m@ving them off the floodplain. Although floodproofing allows buildings to remain
centrally located, the workers and visitors are still vulnerable. The workers take a
necessary risk, which they accept for their employment’s sake, but that does not nec-
essarily make the risk truly acceptable.

Tolerable risk represents temporarily acceptable risk. An individual may be pre-
pared to tolerate a risk because it is confined to a brief time period or is associated
with a short-term activity. For example, those living in the northern states of the
United States tolerate extreme wind chill, knowing that it is seasonal. Individuals
who venture outside to record tornadoes could be described as treating that activity
as a tolerable risk, with benefits accruing from the resulting photographs.
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It has been argued that risks fall along a spectrum of accepted through acceptable
(Dinman, 1980), but there are also risks about which we currently know very little
or nothing. As we come to learn more about hazard magnitudes and probabilities, it
may appear that these risks were accepted, if not acceptable, when in fact they were
unknown. This possibility illustrates the need for dynamic risk analysis because, at
different times, risks may be (variously) accepted, acceptable, necessary, or tolerable.

Some attempts to measure accepted and acceptable risks have focused on eco-
nomics, especially such principles as the willingness to pay and revealed preferences.
It has been argued that societies arrive at “optimum solutions” to hazard risks (Slevic,
1987) through a process of evolved tolerance (Alexander, 1993). In other wordsthe
existing conditions for a particular community may reflect the currentlyacetpted
level of risk. If society is willing to pay for reduced risk through the eeristriiction of
a mitigation project, then that provides evidence of acceptance. The atual accepted
risk level may be reached through trial and error as conditions andhattitudes change
and as different projects are implemented. The strengthening ‘of*building codes in
earthquake areas is an example of this trial-and-error seafgh\for an acceptable level
of risk.

While the actions of society may reveal much about demmunal attitudes toward
risk, they do not necessarily reveal an optimal solutioh) Sagoff (1992) argues against
the concept of revealed preference (discussed in Chapter 4), contending that past
actions are simply those that have occurred,.Fdr/example, in 18th-century mills in
England, intolerable working conditiong{were ‘accepted by workers who had little
choice. Those conditions did not resulg,from'societal decision making, but rather from
a few mill owners who dominated the decision-making process. Similarly, people liv-
ing in hazardous environments,.stich as the squatter residents of urban agglomera-
tions, may not willingly accept, therisk, but they have little alternative but to tolerate
their situation. Their powerlessness contributes substantially to their vulnerability.

There also appear fo-be different acceptance levels for voluntary and involun-
tary risks. Generally, peeplé are more willing to accept higher risks from voluntary
actions than from, inyoluntary ones. Starr (1969) reported that, given similar types
of benefits, the aécepted levels of risk were a thousand times higher for voluntary
activities. While, there are criticisms of his study, its findings echo a common theme,
namely, that people tend to be more tolerant of risks borne by others and less tolerant
of thosedbdrné by themselves. For example, it is estimated that in the United States
some 480,000 people die annually because of smoking and second-hand smoke, and
yét this was considered socially acceptable until late in the 20th century (Centers
for Disease Control and Prevention, 2014; Dinman, 1980). Similarly, in 1996, many
states raised speed limits on certain roads, demonstrating a willingness to tolerate
more traffic deaths as a direct consequence. In contrast, consistent action has been
taken to minimize deaths from traffic accidents by passing laws requiring seat belts,
which are credited with saving up to 20,000 lives per year.

The most obvious question is: Where does society draw the line? Although most
laypersons find most risks unacceptably high, individuals continue to participate in
hazardous activities (Slovic, 1987). However, attitudes are always changing (Morgan,
1993). We have seen increased seat belt use and airbags in cars, reduced smoking,
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and improved diets that have reduced many risks. On the other hand, despite laments
from industry lobbyists claiming dire economic and workforce consequences from
the initiatives above as well as stepped-up Environmental Protection Agency (EPA)
regulation aimed at cleaner air, these are relatively inexpensive measures to imple-
ment and may not be comparable to large-scale mitigation projects aimed at reducing
natural disasters. The relative willingness of society to pay for reduced risk remains a
useful measure of accepted risk.

Avadilability of Information and the Role of the Media

An important factor that greatly influences perceptions of risk is the accessibility
of information, termed the availability heuristic (Tversky & Kahnemani; 1982).
Although it is not listed separately in Table 8.1, it is an important corhponent of sev-
eral factors such as familiarity with a risk and the average numberof,people affected.
This heuristic suggests that events are judged to be likely or frequent if they are easy
to recall. In other words, the more available the informatiéni\concerning the occur-
rence of an event, the more likely it is that people will expeet the event to recur. Per-
sonal experience with disasters, especially with more thah one event, may translate
into more accurate perceptions of risk, but becauselmdny natural hazards have a low
probability of occurrence. With larger-magnitude events occurring with much less
frequency, most people do not have this reinfardement from personal experience.
Consequently, their information is obtaified\rom the media, which influence risk
perception through the reporting, or nenreporting, of events, which brings us back to
the amplification of risk and the ripple éffect this can have, as described by Kasperson
(2015).

Studies of media reporting‘haye found an emphasis on life-threatening events,
which are not closely related to statistical frequencies (Combs & Slovic, 1979); cata-
strophic events such as fernadoes, homicides, and fires tended to be reported dis-
proportionally often. Thusythe information that is easily available and accessible to
laypersons often giyes‘an inaccurate and distorted view of risk, particularly when
the context in whith\the events take place is not considered (Rashid, 2011). It is little
wonder that pefecived risk can differ so much from real or statistical risk. The media,
however, are'only one influence on perception, albeit a very important one. Other
studies hdve, shown that people are reasonably accurate when asked to rank-order a
numbér 6f ‘common or well-known hazards based on injuries and deaths, but when
asked to rank them in terms of risk, the results are much less accurate (Morgan,
19937.

Risk is more than the simple probability of an event, though that often is how it
is measured. Any analysis of risk must include vulnerability, including absolute
and relative measures of the population and property at risk. Even when we
include these variables, however, there is difficulty in managing risk. One might
assume that once risk is defined and measured, appropriate steps to minimize it



318 NATURAL HAZARDS

can and will be taken, but that depends on the nature of the risk and the deci-
sions to be made. Of course, decision makers—whether public or private, indi-
viduals or groups, experts or laypersons—approach the problem with different
experiences, fewer or greater constraints on choice, and perhaps even different
views of what is meant by risk. Furthermore, risk is dynamic. All these factors
influence the ability to manage a given risk, assuming we even have the oppor-
tunity to do so. As a critical component of any comprehensive analysis, risk con-
founds, but does not entirely diminish, our capacity to address natural hazards.

The Changing Nature of Risk

As we have seen, risk is not only measured in different ways, it is al$o perceived differ-
ently. Thus, it is an elusive concept, particularly as it relates to natural hazards, which
presents an ever-changing and challenging environment. Global elimate change, for
instance, is particularly problematic. We know that theschimate is warming overall,
but the pace and precise impacts on weather remain ungéertain. How weather changes
will affect the potential for disasters at specific 16cations is even less well defined
(Intergovernmental Panel on Climate Change, 2007;2012). In our attempts to under-
stand risk, therefore, climate change merely adds to the uncertainties and has led to
“heated debate” (Simon, 2012). It is easier to predict slow-onset events such as sea
level rise, although that in itself does not'guarantee a positive (political) response.
How climate change affects other weather events such as hurricanes and tornadoes
is less clear. In addition, populatiomgrowth, urbanization, and economic globaliza-
tion have all modified risk in ofe direction or another. Gardner (2015), for example,
discusses how evolving conditions in mountainous areas relating to expanding devel-
opment and increasinglydiversified economies have increased the complexity of risk
through globalization, thus/rendering local development dependent on distant mar-
kets and intensifying ecological damages resulting from increased resource extrac-
tion.

Risks frontNature and Risks from Technology

The rigks associated with natural and technological hazards are often discussed inter-
changeably. Indeed, when exploring risk as a concept, to some extent it matters very
little“which type of hazard is being considered. Early on in this volume, we cited the
different levels of risk (expressed as the probability of death) associated with various
health, technological, and natural hazards (see Table 1.4). The data show that the
risks of dying from various natural hazards are not particularly different from those
associated with other hazards or diseases. However, much of the research on risk
and hazards has dealt with technological rather than natural hazards, and as a con-
sequence natural hazards research often has borrowed concepts or adapted insights
from that related literature.
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To a large extent, that is a reasonable practice. Table 8.2 illustrates the similar
grounds on which risks from both types of hazards can be measured, and while the
terminology is slightly different, the variables are essentially the same. For example,
the greater the quantity of a pollutant or chemical released, the greater the risk in
most cases—likewise, in the natural hazards realm, the greater the physical magni-
tude of events, the greater the risk. This is not to say that the nature of the risk is not
important. For instance, the level of uncertainty associated with each common vari-
able differs among hazard types, and the physical characteristics of the risk source
can have a distinct influence on the perceptions, acceptance, and management of risk.
Because natural and technological hazards differ in many respects, however, ave ean
expect differences in the composition of the risks and in risk perceptions. @mr<focus
in this volume remains on natural hazards, with occasional referencegstetechinologi-
cal hazards where appropriate.

Figure 8.4 compares the number of deaths worldwide from 2004 through 2013
attributable to natural and technological hazards. Although thése“data suggest that
natural disasters cause much greater loss of life, for the nlest part natural hazards
are not seen to be as great a risk as many technological hazards. Other compari-
sons lead to very different conclusions; for instance, many technological accidents
surpass natural hazards or at least are comparable €3 major disasters in terms of
resulting fatalities. For example, the 1984 industrial catastrophe in Bhopal, India,
where a chemical release killed more than 2,500¢{¢ople during the first few days and
injured or disabled thousands more, far efceeds most natural hazards in its severity.
Similarly, the failure of the nuclear power plant at Chernobyl in 1986 has had long-
term catastrophic consequences for, thellocal populations and the landscape. Another
way of comparing these two categories of hazards is by cumulative deaths. Many
more people die in automobile.accidents in the United States than in all natural haz-
ards there combined, but the face that the deaths do not occur all at once alters our

TABLE 8.2, /Variables in Risk Assessment

Technolegical hazards Natural hazards
Probabilityof release of a harmful substance Probability of occurrence
Quantity.of a harmful substance released Magnitude

Dispersion of the harmful substance and the resulting Spatial extent

concentrations in the environment
Population exposed to release of a harmful substance Population in the risk area
Uptake of harmful substances by humans and other organisms = Occurrence of the geophysical event

Relationship between dose of the harmful substance and Vulnerability or damage potential
adverse toxicological effects

Measurement error Measurement error

Note. Data from Talcott (1992).
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perceptions of the risk. Indeed, ‘it 1§ instructive to think about the differences among
hazards that lead to such varied perceptions.

Natural and technglogical hazards often influence each other. Indeed, “natural
and technological hazards-Coexist and can combine synergistically” (Showalter &
Myers, 1994, p. 18, Technological hazards have been known to cause certain natu-
ral events, includingsearthquakes in Saskatchewan brought on by underground min-
ing and in Oklahema caused by hydraulic fracturing (Holland, 2013; Stevens, 1988)
as well as eakthquakes caused by filling reservoirs (El-Sabh & Murty, 1988). Natu-
ral hazaddsy conversely, can likewise lead to technological failures, such as when an
earthquakeé.causes a dam to break, or floodwaters put fuel tanks at risk (Gruntfest &
Péllack, 1994), or when a tsunami damaged a nuclear power plant in Japan (Dauer,
Zanzonico, Tuttle, Quinn, & Strauss, 2011). The floods in Texas in October 1994
led to fuel leaks that ignited and spread fire along extensive reaches of the San Jacinto
River; similarly, fires broke out in Grand Forks, North Dakota, during floods along
the Red River of the North in 1997 (North Dakota State University, 2013; University
of North Dakota, 2013).

It is the latter situation, where extreme geophysical events create technology-
related crises/emergencies, or technological breakdown, that is of increasing concern
to researchers, regulators, and emergency managers. These emergencies, termed nai-
ech events, present some real difficulties in preventive planning and management,
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largely because of the complexities of combined risk (Cruz, Kajitani, & Tatano,
2015). The threat of natech events varies from year to year, as illustrated in Figure
8.5 (for the period 1990-2003), but, as can be seen, the worldwide incidence is high.
Older data from Showalter and Myers (1994) show that, for 20 U.S. states from
1980 through 1989, earthquakes were responsible for the majority of natech events
though floods accounted for the most disasters (see Chapter 2). Nevertheless, such
events as the 1993 floods in the Mississippi River system and Hurricane Katrina in
2005 certainly increased the visibility of natech events, with numerous accounts of
threatened fuel tanks and chemical releases in the flood hazard areas and attempgs by
industry to mitigate the natech hazard (Gruntfest & Pollack, 1994; Steinberg, Sengul,
& Cruz, 2008). Cruz and Okada (2008, p. 213) point out that regulation$»tend to
require design standards for industrial structures to withstand disasters-hiit that there
are “few laws to address the performance of non-structural elements‘and safety and
emergency response measures during a natural disaster.” Certaindyy, the earthquake
and tsunami in 2011 that devastated parts of Japan and compromised the Fukushima
nuclear power plant has led to serious ongoing problems (Gyrangski, 2012).

We are dealing, then, with what might be considered a &ombination of risks. It is
logical to consider the risk of each independently, but.isalso makes sense to consider
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Natech incidents from 1990 through 2003. The largest number occurred in 1994, probably many
resulting from the Northridge, California, earthquake. This is not surprising as earthquakes have been found to
cause the greatest number of natech events. Data from Steinberg et al. (2008).
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the risk resulting from their interaction, which becomes increasingly complex as the
number of variables increases. This is difficult enough when considering the risk from
multiple natural hazards at a location. Incorporating risk from technological hazards
increases the complexity, perhaps disproportionately. With technological hazards,
one must consider the risk of disaster resulting from technological failure or human
error as well as such physical parameters as seismic fragility (i.e., the potential for,
and effects of, failure of structures and equipment resulting from different intensities
of ground motion) (Reiter, 1990). The risk is changed in terms of both probabil-
ity of occurrence and consequences. During the Mississippi River floods of 1993,
a propane tank in Jefferson City, Missouri, broke loose from its moorings, eracked
open, and was carried along with the floodwaters. Had the fuel igniteds the’ con-
sequences of flooding would have paled in comparison to those fromythe Tesulting
explosion. Indeed, most floods can lead to damage to structures thag/set in motion
potential problems with chemical and toxic spills (Montz & Tobinpn1998). However,
the relationship between flooding and chemical spills can be difficult to assess, as
studies following a flood in Idaho have shown. Despite théfactithat pollutants were
released, only selected metals could be detected in floodplairt sediments once flood-
waters receded (Brinkmann, Montz, & Tobin, 2000; Tobin, Brinkmann, & Montz,
2000). To what extent flooding dilutes and disperses ¢hemicals or concentrates them
requires further study. Of course, some of this risk can be mitigated, but that requires
sufficient recognition of the combined risk to undertake preevent vulnerability analy-
sis (Showalter & Myers, 1994; Steinberg/t ak, 2008).

Despite similarities, characteristics of ‘the risks associated with these hazards
differ. Generally, a technological haZzakd is “controllable” in that safeguards are nor-
mally incorporated into the technolegy and their failure is required for an event to
occur. By contrast, natural hazatdsjare not generally controllable, although loss from
them may be. This difference impacts risk both statistically and, more importantly,
perceptually. Mitigation/measures for natural hazards are designed to lessen risk and
vulnerability, perhaps by-ehanging physical characteristics from uncontrollable to
controllable. Such, medsures also change the risk from natural to technological—so
that it is the failute“of the technology rather than the natural system that causes an
event. The sea*wall designed to prevent damage from storm surges in the event of
a hurricane offers protection from an event of a particular size, but when a larger
event oculs the structure may fail, presenting a technological rather than natural
problém? Fhe situation is summed up by Cruz and colleagues (2015, p. 459) thusly:
“Given the complex and interconnected nature of natechs, a more comprehensive risk
governance framework is needed that brings together major players and stakeholders
in order to adequately capture the full range of issues and alternative solutions.”

Changing Risks by Mitigation

The implementation of hazard mitigation measures or projects affects all aspects of
risk (Smith, 2013), whether actual, scientific, technical, or perceived. As noted in
Chapter 4, mitigation projects frequently generate a false sense of security and reduce
the perceived risk. Consider, for example, the variable nature of risks associated
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with earthquakes. The seismic hazard is determined by measuring the magnitude
and intensity of earth movements, as manifested through attendant ground shak-
ing, deformation, soil liquefaction, and landslides, with effects including property
damage, injury, and death. The probability of negative consequences depends on the
magnitude of the geophysical event and the preventative measures taken within the
affected region (Reiter, 1990). Because an earthquake is uncontrollable, society must
depend on adjustments to reduce the consequences, and those adjustments change
both the perceived and actual risks even though the seismic processes remain con-
stant. Thus, risk is reduced because vulnerability is altered, but the probabilisy of
occurrence of an event remains the same. The adoption of mitigation measures-eftec-
tively lowers the risk, at least for earthquakes of a given magnitude, but if@n earth-
quake exceeds the design standards, the measures may fail.

Floods provide another example. In the United States and elsewhefe, engineered
structures have been used historically as mitigation measures, providing a means of
controlling the flow of rivers and therefore controlling the hazard (Tebin, 1995). This
both lowers and changes the nature of the risk. Because df flood control measures
like dams, levees, and floodwalls, the actual risk of floading from small floods is
diminished at a given place. However, the development ofidams and levees also has
created a technological hazard, with the risk of flobding being redirected to the risk
of dam or levee failure. The problem is exacerbated by the false sense of security
provided by flood control measures. This false.sefise of security might also be termed
residual risk, that is, the level of risk remdining ‘once mitigation strategies have been
implemented (Montz & Tobin, 2008a; Sayets et al., 2013). Ultimately, some sense of
responsibility must lie with the persons,located in the disaster area.

It may be argued that the failuré,of a dam or levee is a natural disaster because
the result is the same: destruction, property damage, injury, and perhaps loss of life.
However, the nature of the flooding is different. Except with flash floods, natural
floods are more likely t6-déyelop gradually, allowing time for warning and evacu-
ation. With technological-fdilure, however, flood heights and the velocity of flood
waters often can be=ifiereased, leaving less time for warning and evacuation and
resulting in greater, losses. Risks may well be underestimated if the probability and
consequences @fiteehnological failure are not considered.

Risks from.Multiple Natural Hazards

In(1997, FEMA published a somewhat misnamed book titled Multibazard Identi-
fication and Risk Assessment: A Cornerstone of the National Mitigation Strategy.
The agency’s intention was sound—to determine the overall hazardousness of places
all over the country. However, lacking from this directive was a truly integrative
methodology for estimating risk, since the study essentially invoked the traditional
approach of breaking down hazards by specific hazard type. In fact, most places
are subject to more than one natural hazard. For instance, many parts of California
are subject to earthquakes, floods, drought, landslides, and wildfire; Bangladeshis
experience hurricanes, riverine flooding, storm damage, and occasional tornadoes;
and many countries in western Europe are exposed to blizzards, flooding, drought,
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and earthquakes. Thus, while multihazard risk assessment definitely appears to be
needed and more research is being devoted to such assessments, unfortunately this
approach is rarely adopted in assessing hazardousness or riskiness. Instead, the focus
has been on the risk posed by single hazards, which does not provide a sufficiently
comprehensive understanding of the overall risk that exists at any given place. This
can lead to gross underestimates of risk and hazardousness, which in turn results in
inadequate risk management.

The classic work on multiple hazards at a single place was undertaken by Hewitt
and Burton (1971) in a study of London, Ontario. Although considered by the aughors
at the time to be an exploratory effort, this research remains relevant today.Hewitt
and Burton examined the joint-risk magnitude for all hazards, which they/Shggested
would provide the integrated view of vulnerability needed for planmirig purposes.
Furthermore, they considered the cumulative effects of smaller hazads, which fre-
quently are thought to pose only small risks. The authors providedrawaluable analyti-
cal framework for the interaction of various components of the'plysical and human
systems that inspired further studies. For instance, in Rotérua,/New Zealand, their
framework has been adapted for a planning context, as shown in Table 8.3 (Montz,
1994). A number of factors contribute to multiple hazard risk, some related to the
nature of the geophysical events (